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An Introduction 

The European Union (EU) is a prime example for a multilingual democratic international 

organisation with equally multilingual political and media environments. The EU was 

founded on the principle of multilingualism, and the number of official languages grew with 

the inclusion of new member states. Nowadays, the EU has 24 official languages as well as 

over sixty indigenous regional and/or minority languages. Among other objectives, the EU 

aims to protect member states’ rich linguistic diversity, and to promote language learning in 

Europe so as to facilitate free movement (of students/workers/other people) across 

member states. Furthermore, the EU’s policy is to seek to communicate with citizens in their 

own native languages, and accordingly, a vast number of texts produced by the EU and its 

member states every day come in multiple languages.1 

However, the sheer number of texts and their sometimes multilingual character make the 

understanding of such texts and their reception in different member state contexts a task 

that is far beyond what human readers are capable of processing. This is where computer-

assisted text analysis methods may prove fruitful. These are commonly divided into 

dictionary methods, semi-automated (or supervised) and automated (or unsupervised) 

approaches. We will here focus on the latter, as such a methodology does not necessarily 

require a basic understanding of all languages in a given corpus. 

Topic modelling, as a bottom-up text mining approach, has become more and more popular 

in the social sciences, as it facilitates the discovery of themes in large quantities of textual 

data with comparably little effort. Yet, so far, automated methods of content analysis (such 

as topic modelling), are usually applied to text documents in just one language – mostly 

English (Boumans & Trilling 2016; Pang & Lee 2008). This usage does neither correspond 

with the digital availability of texts in different languages, nor with the plethora of 

                                                      

1
 See https://europa.eu/european-union/about-eu/eu-languages_en 
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substantive comparative research interests. Moreover, it favours large languages and 

countries with more developed research infrastructures, corroborating already existing 

divides between, for example, Western and Eastern European countries (e.g., Directorate-

General for Research and Innovation 2014: 11; also Eberl et al. 2018). 

Recent topic modelling contributions in the social sciences have dealt with the challenge of 

multilingual data (i.e., the analysis of a corpus that includes multiple languages) by (1) 

relying on expensive machine translation routines, consolidating the data based on a target 

language and thus analysing data in just one language rather than many (e.g. Lucas et al. 

2015), or (2) running separate topic models for each language, instead of just one, with all 

the subsequent methodological difficulties and limitations in comparing the topic model 

results (e.g. Heidenreich, Lind, Eberl, & Boomgaarden, forthcoming).  

Outside of the social sciences, researchers have found ways to bridge the language gap 

without the use of expensive translation and without having to process the different 

languages separately (Vulić, De Smet, Tang, & Moens 2015). Mimno, Wallach, Naradowsky, 

Smith, and McCallum (2009), for example, proposed the “Polylingual Topic Model” that 

makes use of document connections such as online links between documents, which are not 

directly translated but cover the same topics (i.e. Wikipedia articles on the same topic in 

different languages). 

Against this background, this paper presents a comprehensive overview of different 

methodological strategies to conduct computer-assisted text analysis across languages. In 

contrast to previous work (see Lind et al. forthcoming),2 where we concentrated on 

dictionary methods (a top-down approach), here we shift the focus to topic modelling and 

discuss its usability for comparative research. The paper proceeds as follows: (1) We will 

give a general overview of the intricacies of computer-assisted text analysis of multilingual 

                                                      

2
 See also Deliverable 8.2. 
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data and (2) present the basic topic modelling approach. We then turn to a more elaborate 

introduction of topic models for multilingual text corpora, where we present (3) more basic 

approaches, and (4) more advanced topic modelling approaches. We end with a discussion 

of the potential and limitations inherent to topic modelling strategies applied to multilingual 

texts.  

For this paper, we use data generated by Work Package 8 of the REMINDER project – 

whenever suitable – for hands-on examples. 

Computer-Assisted Text Analysis across Languages  

Questions about differences and similarities between different countries/regions/systems 

are at the centre of comparative research. When such comparisons are made on the basis of 

text documents, the methodical handling of language becomes the focus. This is especially 

true when relevant textual data is written in more than one language. To get to the heart of 

the problem: the different original languages of the texts prevent simple, immediate 

comparison and the direct application of common analytical methods. These problems are 

non-trivial. Formulating the challenge more clearly: to achieve meaningful results with a 

comparative text analytical study, different languages with their diverse intricacies and 

complexities need to be accommodated first.  

When relying on dictionary methods or supervised methods these accommodation efforts 

focus mostly on the required pre-defined input. The input, keywords (i.e. for dictionary 

methods) or annotated material (i.e. for supervised methods) must be created for each 

language individually, considering country-/region-/language-specific particularities. 
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Alternatively, it is possible to rely on (machine) translation to consolidate the language of 

the input or the language of the textual material.3  

Both methods share a deductive or top-down character and are useful for studying already 

defined categories in languages that one has a basic understanding of (Boumans and Trilling 

2016: 14/15). This means that researchers have to have a good knowledge of their case of 

interest beforehand. However, such knowledge is not always available, and concepts may 

have to be adapted several times during the process. To avoid this problem, other 

approaches to computer-assisted text analysis – such as topic modelling – follow a bottom-

up approach instead. Here, accommodating the diverse intricacies and complexities of 

different languages takes place using other strategies. In order to understand them, we will 

now first give a short introduction to regular topic modelling, i.e. a methodology originally 

designed for modelling monolingual text. 

Classic Topic Modelling: An Overview 

Topic modelling is an unsupervised machine-learning approach and as such an inductive 

(i.e., bottom-up) way of automatically discovering coherent themes in a text corpus (e.g., 

Boumans & Trilling 2016; Jacobi, van Atteveldt, & Welbers 2016). These themes or “topics” 

are clusters of words that are more likely to appear together in documents within a corpus. 

Theoretically, “topics” are hard to define (Maier et al. 2018: 95). As Günther and Domahidi 

(2017: 3057) point out, topic modelling is not an automated measure of topic categories as 

traditionally understood in a manual content analysis (e.g., different policy issues). In its 

original sense, the term “topic” stems from psycholinguistic approaches to how texts are 

comprehended and describes “what is being talked/written about” (Günther and Domahidi 

2017: 3, citing Brown and Yule 1983: 73). Lacking a more substantive theoretical definition, 

                                                      

3
 For a comprehensive discussion of these methodological strategies see for example Proksch and colleagues 

(2019) and Lind and colleagues (forthcoming). 
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then, the “topic” retrieved remains primarily an empirical assessment (Jacobi et al. 2016: 

91), which has to be connected to theoretical frameworks such as framing theory or 

political/societal “issues” (Maier et al. 2017, 2018). In short, a topic model helps the 

researcher to inductively “capture the salient themes that run through the collection” (Blei, 

Lawrence, & Dunson 2010: 55) of documents. 

In the social sciences, topic modelling has primarily been used to identify issues or frames 

discussed in text corpora, as well as to measure their salience and track their development 

over time. Among many different applications, it has been used to analyse news media 

articles (Jacobi et al. 2016; Krestel & Mehta 2010), social media content (Paul & Dredze 

2014; Nguyen & Shirai 2015; Pennacchiotti & Gurumurthy 2011), parliamentary press 

releases (Greene and Cross 2017; Grimmer 2010; Nguyen & Shirai 2015), or scholarly 

publications (e.g., Günther and Domahidi 2017; Mann, Mimno, & McCallum 2006). 

Investigating migration in particular, studies have analysed the framing of refugees in 

European news media (Heidenreich et al. forthcoming), the substantive topics of comments 

below YouTube Videos about the European refugee crisis (Lee & Nerghes 2018), or 

discursive strategies in immigration-related discussions in a Swedish Facebook group 

(Merrill & Åkerlund 2018). 

When referring to a topic model without further specification, one probably uses one of the 

so-called “basic” models. There is the Probabilistic Latent Semantic Analysis (PLSA) model 

(Hofmann 1999), which we will briefly refer to at a later point, and the widely used Latent 

Dirichlet Allocation (LDA) model (Blei, Ng, & Jordan 2003). Without going into too much 

detail – an accessible explanation of the assumptions and specifications of LDA can be found 

in Blei (2012) – topic models like LDA are algorithms designed to extract the “topics” that 

pervade a text collection. A topic in LDA is empirically defined as being a distribution over a 

fixed vocabulary (Blei 2012: 78). Furthermore, LDA assumes that all the documents in a text 

corpus share the same set of topics. The documents are however distinct from each other, 

as each document exhibits the topics in different proportions. LDA takes a Bayesian 

approach. The task of the LDA algorithm is to infer the hidden topic structure from the 



 

 

7 

documents, which is the statistical task of computing the conditional distribution of the 

hidden variables given the documents of a corpus.  

In general, topic modelling has proven highly fruitful for further development by 

researchers. It has led to a wealth of different topic models allowing the accommodation of 

diverse research interests. As such, it has been further developed to allow the incorporation 

of covariates on the document level (e.g. the Structural Topic Model [STM], Roberts, 

Brandon, & Tingley 2014). Of particular note for our interests here are current research 

efforts that seek to enhance the applicability of LDA for text analysis across languages so as 

to make it fit for answering comparative research questions. 

That is to say, “vanilla”4 LDA is of limited use for a cross-country research design, where the 

goal often is to understand if and how frequent the same or similar topics are discussed in 

different countries. To show how futile topic modelling of multilingual data can be without 

further model specification, we present a brief analysis and two illustrations below. 

For demonstration purposes, we apply vanilla LDA topic modelling on multilingual text data. 

We take a multilingual corpus of Spanish, English, German, Swedish, Polish, Hungarian, and 

Romanian news articles about migration (n = 44,328), define – for example – seven (K = 7) 

as the number of topics that we believe to be present in the corpus, and, perform LDA 

modelling5. The results are displayed in Figure 1 below. 

                                                      

4
 Classic LDA (Blei et al. 2003).  

5
 Details on the text documents, pre-processing steps and model specifications: the corpus consists of Spanish, 

English, German, Swedish, Polish, Hungarian, and Romanian news articles about migration published between 

January 1, 2014 and December 31, 2017. The corpus was gathered with validated search strings, duplicated 

articles were removed, a stratified sample was drawn (for details see: Eberl et al., 2019). The cleaned 

multilingual corpus contains Spanish (n = 3,204), English (n = 8,627), German (n = 10,386), Polish (n = 3,512), 

Swedish (n = 4,826), Hungarian 9,575(n = 9,575), and Romanian (n = 3,198) articles. Pre-processing steps: 

Lemmatization and part of speech tagging using R package udpipe (Wijffels 2018), we selected only nouns in 
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Figure 1. Top 20 terms per topic using a basic LDA model on a multilingual corpus. 

Figure 1 mainly shows how the top terms of each topic contain terms in one language at a 

time. For example, English words are clustered in Topic 1 and Polish words in Topic 2, etc. 

The topics do therefore not represent substantive themes throughout the topics, but the 

                                                                                                                                                                     

their lemmatized form (for a similar approach see: Jacobi et al. 2015), tokens were lowercased, remaining 

punctuation, urls, and numbers were removed; relative pruning (see Maier et al. 2018):  features that 

appeared in more than 99% or less than 5% of all documents were removed. LDA model specifications: K = 7 

topics; Gibbs sampling method, 1000 iterations (see Mayer et al. 2018). 
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different languages, in which the texts within the corpus are written. We thus named the 

topics according to the respective language they capture. 

The R Package LDAvis (Sievert & Kenneth 2014) allows for another visualization of the same 

topic model (Figure 2). Interestingly, in this case topics (i.e., languages) with overlap in 

vocabulary (Romance languages: Spanish, Romanian), (Germanic languages: Swedish, 

German, English) are put closer together. Conversely, it makes sense that the topic for 

“Polish”- the only Slavic language - is displayed further away. Knowing that Hungarian is a 

Uralic language with little connection to the Indo-European languages (here, Romance, 

Germanic and Slavic languages) explains why the Hungarian topic is most distant from the 

other topics. 

  



 

 

10 

 

 

Figure 2. Intertopic distance map created with the R package LDAvis. The visualization 

implements a complex distance measure called Jensen-Shannon divergence on the two 

main principal components that arise from the list of words a topic contains. This figure 

allows for two main interpretations: First, it shows how dominant each topic is in the corpus 

of data. Second, it shows the relation of the topics regarding their similarity. Each circle in 

the plot represents an individual topic with the size of the circle corresponding to the 

prevalence of the topic in the whole corpus. Put plainly, the larger the area of a circle the 

higher the number of documents the represented topic appears in. The second feature, the 

difference of topics, is visualized by the proximity and distance two circles exhibit in the 

two-dimensional space of the diagram.  
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While of little substantive use in this case, the LDA algorithm itself actually did exactly what 

it was supposed to. As LDA relies on co-occurrences of words, and words in different 

languages generally do not tend to occur together in the same document, the model will 

recognize languages as topics. The model cannot recognize that the German word “partei” 

and the English “party” are semantically the same. While this simple approach is therefore 

an effective method to sort documents in a multilingual corpus by language, most questions 

in comparative social science require smarter strategies to incorporate the more basic topic 

models such as vanilla LDA or STM, or alternatively command the consideration of more 

advanced models with additional language-related specifications.  

Basic Topic Modelling Approaches for Cross-Country Research 

What methodological techniques have been used so far to apply more basic topic modelling 

approaches like LDA and STM for comparative research? We conducted a systematic 

literature review to answer this question.  

Aiming to identify studies using topic modelling for country comparative research, we 

started by assessing the 20 studies examined in a recent systematic review by Maier and 

colleagues (2018: 115-116), a set representing communication science articles published up 

to May 2016 that apply LDA topic modelling. Interestingly, all of these studies are based on 

monolingual data and none of them are aimed at cross-country comparisons. In fact, 

language or cross-country aspects are only briefly mentioned in two studies. (1) Koltsova 

and Koltcov (2013) applied LDA topic modelling to blog posts from a Russian blog platform. 

The analysed material was foremost in Russian, but a few blog posts were in Ukrainian and 

English, which resulted in Ukrainian and English terms being clustered together in “language 

topics” (p. 218) and could not further be considered for any substantive interpretation. (2) 

Elgesem, Feinerer, and Steskal (2016), who base their analyses on English text produced by 

bloggers from several countries, critically discussed that even under the assumption of a 

transnational blogosphere, it may be beneficial to include local political contexts and thus a 
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country/system comparative component (p. 188). Is sum, it seems that although topic 

modelling has found widespread use in communication science, the approach has not often 

been used for country comparative research questions. Given this finding, we extended our 

search to other disciplines and conducted a systematic review based on a keyword search 

on Web of Science.6 We retrieved N = 75 possibly relevant studies. Only retaining studies 

that describe and explore differences and similarities between countries via topic modelling 

approaches7 left us with N = 10 studies. We then coded these studies regarding the a) type 

of text documents used in their analysis, b) the language(s) of text documents, c) the topic 

model used, d) the purpose of the analysis, and e) the number of countries studied. See 

Table A1 (Appendix) for the detailed results of our study annotation. 

In sum, while keeping language issues to a minimum and still using largely basic topic model 

algorithms, the reviewed studies apply three different strategies to compare topics across 

countries. Studies either (a) use corpora combining monolingual texts stemming from 

different countries, (b) compute one topic model per language, or (c) translate documents 

into one target language. 

A: Monolingual Text Selection 

                                                      

6
 Web of Science: All categories (= scientific disciplines/subfields); search in title, abstract, author keywords, 

and Keywords Plus; timespan: All years, all document types; Search string: TS = (("topic model" OR "topic 

modelling") AND ("comparative" OR "countr*" OR "cross-national*" OR "cross national")); The search was 

performed on July 19, 2019. 

7
 Most studies were excluded because "compare" in the abstract did not refer to a country comparison. Some 

studies applied topic modelling to an English corpus from authors with different nationalities (i.e. scientific 

publications), but because the interest in analysis subsequently did not refer to country comparisons, they 

were also excluded. 
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The first set of studies (n = 6) approaches this issue by naturally holding the language of 

documents constant. Here one option is to select only countries that share the same official 

language (e.g. English tweets from the United States, Canada, Britain, and South Africa, 

Abdelwahab, Robles, Chiru, & Rebedea 2014). The second option is to work with text types 

that are naturally published in the same language across several countries with different 

official languages. Examples for such text types are scientific publications – written by 

authors from different countries but all in English – (Hassan & Haddawy 2015; Kim, Hong, & 

Jung 2019), international student reports – a dataset by students from 167 countries but 

filtered for exclusively English language documents (Perez-Encinas & Rodriguez-Pomeda 

2019), English blog posts written by tourists from different countries (Rahmani, Gnoth, & 

Mather 2018) or English news articles with audiences in various countries, such as 

international wire services, news outlets like The New York Times International, Le Monde 

International or national English newspapers such as the Shanghai Daily in China (see: Jiang 

et al. 2017). 

B: One Topic Model per Language 

A second set of studies (n = 3) runs several topic models – one per country/language – to 

conduct country comparative research. Here, the multilingual corpus is first divided into 

country/language specific sup-corpora. Each sub-corpus is then modelled with its own topic 

model. The main challenge of this approach is the subsequent comparison of topic model 

outputs, since the resulting models may not generate the same number of topics, and topics 

within the different sub-corpora may not necessarily overlap conceptually. To put it 

differently, “when learning two models independently, we cannot guarantee that the topic 

representations will be comparable” (De Smet & Moens 2009: 57). The reviewed studies 

have different strategies to deal with this issue. Zheng and colleagues (2014), for example, 

first apply an LDA topic model for Japanese blog posts and another for Chinese blog posts. 

They then manually label the produced topics separately (thus not knowing the output of 

the other model, respectively). Afterwards, the labelled topics are then classified in three 
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categories (topics found only in Japanese blog posts, topics found only in Chinese blog 

posts, and topics found in both). Only topics that are in that third category are directly 

compared to each other. See also Chen, Liu, Wei, Yan, Hao, and Ding (2017) and Sakamoto 

and Takikawa (2017) for other strategies. 

Another study that chose this approach for the analysis of REMINDER media data is the 

content analysis by Heidenreich and colleagues (forthcoming). LDA models were run 

separately for Spanish, English, German, Swedish, and Hungarian news articles all dealing 

with refugee and asylum discourses. First, topics within individual models were labelled with 

the help of native speakers and country experts. Then, labels were harmonized whenever 

topics appeared to refer to similar topics across languages/models. See results of these 

topic models in Figure 3 below. 
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Figure 3. Heidenreich and colleagues (forthcoming) Figure 2 entitled Dynamics of Refugees 

Framing in Europe 
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C: Document Translation 

The third strategy (applied by only one study in our sample) is to machine translate the 

multilingual text documents into a common (target) language, and to use the original 

language of a document as a covariate for Structural Topic Modelling (STM) (Roberts et al. 

2014). Lucas and colleagues (2015) introduce this strategy for comparative political text 

analysis and demonstrate its application for Chinese and Arabic social media posts. They 

first translate the Chinese and Arabic texts with a machine translation software into English. 

Note that English (a third language) is chosen, among other reasons, to expose each text 

corpus to the same level of machine translation (p. 269). The next step is then to fit one 

STM topic model to the resulting English language corpus. STM is used as it allows the 

introduction of covariates at the document level. Such a covariate (i.e. content covariate 

related to the original language of a document) can account for the circumstance that a 

machine translation software may make different mistakes for each language. 

On a practical note, we would like to point to some recent findings comparing term-

document-matrices and LDA topic model results for human-translated documents and 

machine-translated documents. In fact, De Vries, Schoonvelde, and Schumacher (2018) 

recommend machine translation. Furthermore, while the machine translation software 

itself (comparing Google Translate vs. Deepl) plays a subordinate role, full document 

translation is preferred over the mere document-term matrix translation (Reber 2019). 

Advanced Topic Modelling Approaches for Analysis Across Languages 

A more advanced set of algorithms to model topics in multilingual text corpora are referred 

to as “Multilingual Probabilistic Topic Models” (MuPTM-s) (Vulić et al. 2015). Currently, 

MuPTM-s are not common for comparative research in the social sciences. However, we 

believe that they have great potential for future application, and therefore will use this 

chapter to introduce them. For this purpose, we now provide an overview of different types 

of MuPTM-s and explain how they work. Table A2 (Appendix) lists all mentioned models. 
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We then focus on application cases and refer to some recent work in computer science with 

the potential to push forward its applicability for social science research more generally and 

comparative social science in particular.  

The Special Features of Multilingual Probabilistic Topic Models 

In brief, MuPTM-s are “trained on the individual documents in different languages, and their 

output are joint latent cross-lingual topics in an aligned latent cross-lingual topical space” 

(Vulić et al. 2015: 123). In contrast to previously presented models, MuPTM-s need no 

document translation. They also apply only one topic modelling algorithm to model the 

multilingual corpus. In fact – and this is what makes them special – MuPTM-s manage to 

represent documents in different languages “within the same vector space” (Ni, Su, Hu, & 

Chen 2009: 1155), irrespective of the fact that they may originate from different language 

corpora. This allows them to identify cross-language latent topics within the texts. 

Extracting common topics shared in multiple languages – without the need for manual post-

hoc matching of topics by researchers – is probably their most promising feature (Zhang 

Mei, & Zhai 2010: 1128). 

Bridging the Chasm Between Languages 

MuPTM-s employ different strategies to “bridge the chasm between languages” (Hu, Zhai, 

Eidelman, & Boyd-Graber 2014: 1166). Bridging refers to the strategy used to “tie the 

languages together” (Boyd-Graber & Blei 2009: 75). In the following, we introduce two 

different strategies for such bridging. The strategies rely in fact on two different types of 

alignment information: (1) pre-existing lexical resources and (2) a pre-selection of topically 

comparable documents. MuPTM-s usually use one of the two kinds of alignment 

information. 

Tying languages together via lexical resources 
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The first class of models relies on word-level information such as lexical resources (e.g. 

bilingual dictionaries) to connect different languages. Dictionaries serve as input for the 

model, inducing the ‘clues’ for alignment on the vocabulary level and guiding the topics. Hu 

and colleagues (2014), who propose the “Polylingual Tree-Based Topic Model” (ptLDA), give 

an easily-understandable technical explanation of the role of bilingual dictionaries in tree-

based topic models. We adopted their graphical example (p. 1169) and transferred it to an 

example for English and German migration-related texts (Figure 4). Note that semantically 

equivalent words – as defined by a dictionary – (e.g., EN: racism, DE: Rassismus) are 

grouped into one concept. All concepts are then connected to one root node. Words that 

are not included in the dictionary (e.g. Figure 4: “DE: AnkER-Einrichtungen”) have also a 

direct link to the root node. This resulting structure is called prior tree, and serves as prior 

for topic models. Words that are grouped in one concept will share the probability of being 

in a topic. 

 

 

Figure 4: Adopted by Figure 8.1 from Boyd-Graber, Hu, & Mimno (2017: 96), here 

transferred to an example for migration-related texts 
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There are at least three other models in addition to the ptLDA (Hu et al. 2014) that rely on 

bilingual dictionaries to bridge the languages: (1) The “Multilingual Topic Model” (MUTO), 

which operates with word matchings induced among others by dictionaries and 

orthographic features (Boyd-Graber & Blei 2009). (2) The “JointLDA” model (Jagarlamundi & 

Daumé III 2010), which – in contrast to other models – allows one word to be grouped with 

multiple words in the other language. (3) The “Probabilistic Cross-Lingual Latent Semantic 

Analysis” (PCLSA) model (Zhang et al. 2010). Unlike to the MUTO model and JointLDA, the 

PCLSA model is not an extension of LDA but of the “Probabilistic Latent Semantic Analysis” 

(PLSA).  

Tying languages together via topically-comparable text documents 

This second class of models ties the languages by making use of pre-selected training 

documents in different languages that are topically comparable. An important task is 

therefore to obtain such topically comparable corpora as an input in the model. For 

example, such inputs can be direct translations of documents (e.g., the Europarl corpus, a 

collection of European Parliament proceedings in 11 languages; Koehn 2005). Other 

possibilities are to obtain comparable documents in different languages through shared 

named entities (e.g. Montalvo et al. 2007; Vulić et al. 2015) or shared time stamps (e.g. 

Wang, Zhai, Hu, & Sproat 2007). The expectation is that sharing named entities (i.e. persons, 

organizations, locations) or time stamps (e.g. news articles’ publication date) increases the 

probability that documents have content in common or are somehow related. Another 

frequently-used topically-comparable corpus is the Wikipedia collection. Wikipedia can be 

seen as a database that has a large set of pre-selected articles on the same subjects in 

multiple languages. For example, while the English and Spanish Wikipedia articles about the 

European migrant crisis are not an exact translation of each other, they share a thematic 

similarity – and are thus topically-comparable text documents.  

Two similar but independently developed models that require topically-comparable text 

collections are the “Polylingual Topic Model” (PLTM) (Mimno et al. 2009) and the 
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“Multilingual LDA” model (ML-LDA) (Ni, Su, Hu, & Chen 2009, 2011).8 Both models are 

extensions of LDA (Blei et al. 2003). Relying on the model presentation by Mimno and 

colleagues (2009: 881-882), we here briefly introduce some of the more technical 

backgrounds of PLTM.  

In the PLTM framework, the model input – again the topically-comparable text documents –

are referred to as “tuples”. One tuple holds one document per language (in most cases), and 

thus basically pairs sets of vocabulary in different languages. A basic model assumption is 

that all documents in a tuple share the same tuple-specific distribution over topics. Also, 

each topic is assigned a distinct topic-word distribution, one per language. By requiring 

documents within the same tuple to share a distribution over topics, the model is able to 

identify the words associated with a given topic across languages. The two basic output sets 

of PLTM are probability distributions. The first is a set of word distributions in all languages 

that depict the shared topics across languages. One multilingual topic is then basically a set 

of word lists, where each word list represents the topic version for a different language. The 

second output set are per-document topic distributions, which may be used to examine the 

relative salience of identified shared topics in each language. When applying PLTM, the 

main steps are to first train a topic model with training documents, second to evaluate the 

topic model with test documents, and third to infer topics for new documents.  

 

                                                      

8
 On a side note, the bilingual LDA (BiLDA) model shares the basic structure and assumptions with PLTM but is 

designed for documents in two languages (for a comprehensive discussion, see Vulić et al. 2015).  
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Use Cases 

Thus far, MuPTM-s have been employed for various tasks. In computer science or library 

science, these models are widely used for improving machine translation (Koehn 2009; 

Boyd-Graber, Hu, & Mimno 2017; Krstovski & Smith 2013), search engine optimization 

(Jiang, Tong, & Song 2016), bilingual dictionary extraction (Liu, Duh, & Matsumoto 2015), or 

cross-lingual information retrieval (Vulić, De Smet, & Moens 2013). 

The tasks that appear most promising for a wide range of applications in the social sciences 

are cross-lingual document exploration, event detection, and document classification. 

Document exploration refers, for example, to facilitated categorizing and summarizing of 

large news collections available in multiple languages (e.g. Ni, Sun, Hu, & Chen 2011). The 

goals of event detection might be to organize a multilingual corpus based on common 

topics/events (Jagarlamundi & Daumé III 2010) or to link stories across languages that 

report on the same event. (e.g. see De Smet & Moens 2009).  

Conclusion 

None of the approaches described offers the perfect strategy. Both the basic and more 

advanced approaches have weaknesses. When following a topic modelling approach in 

comparative social science, the use of the more basic approaches has so far been preferred. 

Lucas and colleagues (2015), briefly mentioning MuPTM-s, provide reasons for why these 

models have not yet gained a foothold in the social sciences. While we cannot eliminate 

these concerns entirely, we will now discuss them, and ultimately emphasise how useful 

MuPTM-s may be regardless of their limitations.  

For a comparative assessment, let us first briefly explain the downsides of the three more 

basic approaches described above. The strategy (A) to select only monolingual text, is very 

much limited by its dependency on such monolingual but cross-country or international text 

resources. Research questions are restricted to countries with a shared language. Moreover, 
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such very specific and often elite international text resources may strongly restrict the 

generalizability of results. When relying on approach (B), running one topic model per 

language, comparisons between languages are deemed possible, but they are made only 

very cautiously and to only a limited extent. As Heidenreich and colleagues (forthcoming) 

note, “direct comparability of topics across countries is limited, as some topics may be 

similar but not the same” (p. 8) across languages. Finally, one decisive disadvantage of 

strategy (C), document translation, retains the costs of proper machine translation, 

especially when working with large corpora. In sum, although they are used with some 

regularity, the more basic approaches are all strongly limited either in restricted data 

selection options, possible country comparisons and the degree of comparability of models, 

or by possible errors and imprecisions due to document translation. 

Which limitations are characteristic of the more advanced methods? To start with MuPTM-s 

that rely on lexical resources, their main limitation is the imperfection of these resources. 

Dictionaries will never include all possible translations and will always only consider words 

that have a counterpart in another language. They may miss more technical vocabulary, 

may not be available for low-resource languages, and usually pair two words and not whole 

sets of vocabulary. In addition, dictionaries are usually created specifically for two 

languages. The use of two such dictionaries for the joint analysis of three languages, for 

example, therefore brings with it problems of comparability. One characteristic of the 

second type of MuPTM-s, is that the required text corpora (only comparable corpora) 

already need to be “relatively well understood or annotated” (Boyd-Graber & Blei 2009: 75). 

Therefore, with models like PLTM the big advantage of clustering unknown text documents 

using unsupervised methods cannot be fully exploited. 

More generally, both types have in common that the induced alignment information (lexical 

information or topical document comparability) requires validation. The same applies to the 

model output, “the user needs to verify that the topic word distributions are comparable 

across languages “(Lucas et al. 2015: 262). Another weakness of MuPTM-s is their inability 

to include additional document metadata such as the specific media outlet in which a 



 

 

23 

document has been published (Lucas et al. 2015: 262). As a last point, it is true that MuPTM-

s hardly come with a publically-available model estimation software. Nothing has changed 

since Lucas and colleagues' note this in 2015. It continues to be the case that, from the 

previously mentioned models, only the PLTM has a publicly-accessible Java implementation 

in Mallet (McCallum 2002).  

Ultimately, we would argue that none of these concerns makes it impossible to use these 

models; instead, we should view them as methodological challenges. While it seems that 

giving up on document-level covariates is currently a prerequisite for the application of 

MuPTM-s, the fact that there is one public software implementation for PLTM is in fact a 

great opportunity.  

Because this entry hurdle has already been removed, it is easy to deal directly with other 

methodological questions concerning the applicability of PLTM in comparative social science 

research. We agree that the evaluation of model input and model output are no trivial tasks, 

but pointing to recent work on model evaluation strategies (Hao, Boyd-Graber, & Paul 2018; 

Pruss et al. 2019), we are optimistic about the likelihood of finding solutions soon. Following 

the encompassing methodological experiments by Pruss and colleagues (2019), in which the 

authors compared model performances for different types and amount of training data, the 

call for extended methodical knowledge on model implementation and specification is wide 

open. How do different types of training data affect model output and model evaluation? 

What are best-case strategies to identify topically-comparable news articles across 

countries? What is the model’s applicability for text across domains (new media coverage, 

social media, political speeches)? 

In order to justify the increased effort, we would like to point out a special benefit of PLTM 

for comparative research. PLTM allows the characterization of differences in topic 

prevalence, not only at the document level but also at the language level. With PLTM’s focus 

on linguistic details, it is possible to identify differences and similarities in topic emphasis 

between languages, and to answer questions like whether different languages have 
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different (or similar) perspectives on a thematically-similar article. The ability to allow for 

close inspection of linguistic peculiarities is a unique selling point of PLTM compared to the 

basic approaches used in the social sciences so far.  

Also quite encouraging is a recently-published study in which PLTM was used in a convincing 

way for a country comparative analysis. Pruss and colleagues (2019) extract the key topics 

of discussion across a multilingual Twitter dataset in English, Spanish, and Portuguese. They 

are able to identify, for example, the top three topics with the highest average topic 

probabilities in each location, and show figures on the volume and distribution of topics 

over time. Other applications for substantive cross-country comparative research are 

pending.  

In sum, we consider PLTM a promising approach and argue that it has to be tested and 

applied further to flesh out its potential for comparative research. The media corpus that 

was gathered in WP8 consists of migration-related media texts in seven European languages 

(Spanish, English, German, Swedish, Polish, Hungarian and Romanian), and thus provides an 

excellent basis for investigating the discussed methodological questions further. We hope 

that the answers will not only lead to an extended understanding of this collection of texts 

(i.e. what and how European migration topics are emphasised similarly or differently in 

different languages and countries), but also to suggestions and guidance for many other 

comparative social science projects. 
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Appendix 

Table A1: Systematic review of studies that use topic models for cross country comparisons 

 

  

Author Type of Text 
Documents 

Language of Text 
Documents 

Model Purpose of Analysis Countries 

Monolingual Data Type Selection 

Abdelwahab et al. 
(2014) 

Tweets English LDA Topic extraction and comparison 
between countries 

4 

Hassan & Haddawy 
(2015) 

Scientific 
publications 

English LDA with distance 
matrix 

Compare topics in Japanese and 
Chinese papers that cite scientific 
literature produced by 
researchers from the United 
States 

2 

Jiang et al. (2017) International media 
reporting 

English STM Topic extraction and comparison 
(similarities and differences) 
between countries 

34 

Kim, Hong, & Jung 
(2019) 

Scientific 
publications 

Not specified; 
probably English 

Dynamic LDA Country’s research capability in 
nuclear fusion research 

14 

Perez-Encinas & 
Rodriguez-Pomeda 
(2019) 

International 
student reports 

English LDA Shared experiences of 
international students from 
different countries 

21 

Rahmani, Gnoth, & 
Mather (2018) 

Tourists’ blog posts English LDA Compare France's and New 
Zealand's well-being positioning in 
contrast to a global tourist 
destination baseline 

2 

One separate Topic Models per language/country 

Chen et al. (2018) Scientific 
publications 

Not specified; 
probably English 

LDA Topic extraction and comparison 
(similarities and differences) 
between countries  

2 

Sakamoto & 
Takikawa (2017) 

Legislative debates  English, Japanese LDA Cross-country differences in 
collective articulation of public 
agendas among relevant political 
actors  

2 

Zheng et al. (2014) Blog posts Chinese, Japanese LDA Compare Chinese and Japanese 
bloggers' concerns, opinions, and 
cultures 

2 

Document Translation 

Lucas et al. (2015) Social media posts  Arabic, Chinese  STM Comparison of social media 
reaction of citizens in China and 
the Middle East about Snowden 

2 
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Table A2: Multilingual Probabilistic Topic Models: An overview 

Authors Application Demonstrations 
Corpora 

Type 
Model Input/Bridge 

Public Software 
Implementation 

Zhang et al. 
(2010) 

Extract multilingual topics 
from an unaligned corpus 

Unaligned Probabilistic Cross-
Lingual Latent 
Semantic Analysis 
Model (PCLSA) 

Bilingual dictionary 

- 

Boyd-Graber 
& Blei (2009) 

Pair related documents across 
languages 

Unaligned Multilingual Topic 
Model (MuTo) 

Bilingual dictionaries 
- 

Jagarlamudi & 
Daumé III 
(2010) 

Extract multilingual topics 
from an unaligned corpus 

Unaligned JointLDA Bilingual dictionaries 
- 

Hu et al. 
(2014) 

Domain adoption for 
statistical machine translation 
improvement 

Not 
specified  

Polylingual tree-
based Topic Model 
(ptLDA) 

External dictionaries + 
word alignments from 
aligned sentences in a 
parallel corpus 

- 

Vulić et al. 
(2015) 

Cross-lingual event-centered 
news clustering; cross-lingual 
document classification; cross-
lingual semantic similarity; 
cross-lingual information 
retrieval 

Comparable Bilingual LDA (BiLDA) Tuples composed of 
comparable documents 
in each language of the 
corpus 

- 

Mimno et al. 
(2009) 

compare topic emphasize 
across languages, link topics in 
non-comparable documents, 
enhancing lexicons by aligning 
topic-specific vocabulary, 
adapt machine translation 
systems to new domains 

Comparable Polylingual Topic 
Model (PLTM) 

Tuples composed of 
comparable documents 
in each language of the 
corpus 

Mallet 
(McCallum 
2002) 

Ni et al. (2009, 
2011) 

Cross-lingual text 
classification, cross-lingual 
document recommendation 

Comparable Multilingual LDA (ML-
LDA)  

Tuples composed of 
comparable documents 
in each language of the 
corpus 

- 
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